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Abstract 

The amount of biomedical documents is increasing daily. Therefore, several tools intent to 

identify automatically important information in those documents such as genes, disease, drugs 

among others. Depending on the tool selected, the combination of the type of input documents, 

tagging model, and output information presents some disadvantages. This work attempt to gather 

three functionalities, the capability of use not only PubMed abstracts but also PDF or TXT files, a 

neural-based named entity recognition approach, and display co-occurrence tables. Therefore, we 

present NER-DD a tool for tagging drugs in disease-related documents to determine possible 

associations between them. 
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1. Introduction

PubMed is one of the most used available databases about biomedical literature [1], and according to 

statistical reports, by January 2020 there were more than 30 million records on their platform [2].  This 

huge quantity of data is evidence of the importance and increasing interest in the biomedical research 

area. 

As a result, it is being many efforts directed not only developing information retrieval systems but 

also to identify biomedical entities on documents automatically. Some of those efforts result in several 

web tools such as PubTerm [3], PubTator [4], and ezTag [5], which main intention is to tag biomedical 

entities such as diseases, drugs, genes, among others, in PubMed documents. 

Particularly, PubTerm and PubTator can tag abstracts or complete articles obtained from PubMed 

or PubMed central but they are not able of doing that on an alternative source. On the other hand, even 

though ezTag can tag documents from different sources, this tool required the user to format the entry 

through a particular tool, requiring specialized skills. 

In addition, according to [6], these latter tools present some limitations regarding the use of older 

Named Entity Recognition (NER) models resulting in a limited identification of newer biomedical 

entities. Therefore, in [6] the tool BERN was presented, an artificial neural network approach that 

combines BiLSTM-CRF and multi-type normalization to address such a problem. 

However, BERN does not allow establishing some kind of relation/association between two 

biomedical entities, which is an important strategy in several tasks such as Drug Repositioning [7][8]. 

This task has the objective to identify new indication from existing drugs or the application of newly 

developed drugs in different treatments for they were designed, and for which it is not only important 

to tag diseases or drugs in documents but also to determine if exists some co-occurrences among those 

entities. 

In this work, we present NER-DD, a web tool for tagging drugs in disease-related documents using 
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an artificial neural network-based model. NER-DD is a scalable, usable, and friendly web tool that 

allows users to request abstracts from PubMed and upload documents related to diseases, to compute a 

co-occurrence matrix that could help in the identification of possible drugs-disease associations. 

2. Materials and methods 

NER-DD is designed using a modular architecture in order to make it scalable and easy to maintain. It 

was developed with the programming language Python for some backend functionalities and Django 

along with Bootstrap for the web domain logic and frontend capabilities.  

Fig. 1 shows the four modules of the NER-DD system, which are presented as follows. 

 

Fig. 1. Module diagram of NER-DD system. 

2.1 Input module 

The main entrance of the system is the PubMed search view (see Fig. 2), this view allows the users 

specify the diseases to be searched, either select from the list of the ICD-10 [9], or can write their search 

terms. The users also provide the number of abstracts per disease to be fetched, and optionally, the date 

range.  

 

Fig. 2. PubMed search view. 
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Once all search parameters have been set, a query to the PubMed database is performed using the 

NCBI API [10]. The system will be able to retrieve a maximum of 250 articles per disease because this 

is the maximum quantity allowed from NCBI.  

As a result, the query returns a JSON file with the articles IDs that match the search parameters. In 

case of the date range is not specified, the most recent articles IDs are retrieved. Those IDs are used to 

request an XML file with all the articles' information (including the abstract). 

Additional to the PubMed input, the user can upload PDF or TXT files to be processed. In this case, 

the system allows associating a set of documents with a particular disease (at most 10 diseases), as 

shown in Fig. 3.  

 

 

Fig. 3. User documents view. 

 

 

The XML, TXT, or PDF documents received are pre-processed to provide the correctly formatted 

data for the entire system. For each XML file, the text corresponding to the abstract (target text) is 

extracted using regular expressions, along with the ID, title, authors, release date, and DOI. On the other 

hand, the plain text from TXT and PDF files (also target text) is extracted and encoded to UTF-8. The 

PyPDF2 library [11] was used to read the PDF files. Finally, the target text is split into sentences and 

tokenized into words through NLTK [12] to provide the input data for the characterization and tagging 

modules. 

2.2 Characterization module 

The characterization module is used to obtain the representative feature set of the input data. The feature 

set consists of linguistic and morphological features, character embedding, and word embedding. These 

features have been used in recent research [13][14] to characterize biomedical entities.  

Two linguistic features were used, the token itself and Parts of Speech (POS). Through POS tagging 

is possible to associate each token with a particular grammatical category based on its context. To 

extract morphological features of the tokens eight hand-crafted rules were performed: a) is all lower 

case, b) has first letter capitalized, c) ends with ‘s’, d) contains digits, e) is numeric, f) is alphabetic, g) 

is alphanumeric, and h) is a stop word. If a given token fulfills a particular rule, then its value is set to 

one (1), zero (0) otherwise. 

The character embedding approach has been used to help on the recognition of biomedical entities 

by identifying prefixes and suffixes [15]; for example, in the name of a particular drug, the words -zosin 

and -cycline represent suffixes. At the beginning of the character embedding process, each forward and 

backward word substring is initialized by a random vector, then, the embeddings are passed one-by-one 

to a BiLSTM (see Tagging module for a BiLSTM short explanation), then, after several iterations of 

the BiLSTM, the resulting is the encodings for the beginning and end of each word. 

The word embedding implementation used in this work is PubMed-PMC [16], the latter due to it 

has shown improvements in the performance on the NER task for specific biological domains [17]. 
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Word embedding transforms words into numerical vectors that capture semantic and syntactic 

regularities [18] expecting that semantically similar words have similar vectors. 

2.3 Tagging module 

This module is the core of the system. It was implemented through the machine learning technique 

called NER. The selected algorithm was a Bidirectional Long Short Term Memory (BiLSTM) with a 

Conditional Random Field (CRF) layer: BiLSTM-CRF.  

The BiLSTM is a kind of Recurrent Neural Network (RNN) capable of learning long-term 

dependencies from sequential data [19]. The CRF layer of the BiLSTM-CRF performs a Viterbi joint 

decoding of the input sequence [15], achieving a better performance in comparison with the BiLSTM 

[14]. This neural network algorithm has the best F-Scores in recent published works [13][14] for 

biomedical named entity recognition.  

To train the model, the parameter configuration was set with a Dropout of 0.5, a learning rate 0.01, 

using the stochastic gradient descendent as the optimization algorithm, and a hidden layer dimension 

of 100 and 25 for Word BiLSTM and Char BiLSTM models, respectively. 

The corpus used for training and test the tagging module was DDI [20]. This corpus was used as the 

gold standard in the SemEval-2013 DDI Extraction Task, particularly in the 9.1 challenge for 

recognition and classification of pharmacological substances [21], and has been widely used for the 

drug named-entity recognition task [13][14][22]. The DDI corpus results from the concatenation of 

1025 documents from two different sources: DrugBank database and MedLine. The training and testing 

sets were split as recommended in SemEval-2013 [21]. 

To perform the training and testing of the tagger module, each token in the training corpus was 

labeled according to the I-O-B tagging scheme. 

2.4 Output module 

The output views were built to provide the user with interesting information such as abstract retrieved, 

labeled drugs, and drugs-disease co-occurrence. Details about each one are presented in the Results 

section. One of the functionality provided by the output module is the download of the results in several 

formats, such as, JSON, xml, csv, txt, sql, and excel.  

3. Results 

NER-DD system is available on this site. The tagging module was tested according to the characteristics 

described in section 2.3, obtaining 82.97%, 85.31%, and 84.12% for precision, recall, and F-score, 

respectively. In addition, the following results views are presented: abstracts information, drugs labeled, 

and drugs-disease co-occurrence. In order to describe each one, a query was performed using the terms 

Influenza, Dengue, and Coronavirus, retrieving 30 abstracts per disease between 2020-07-06 and 2020-

07-16.  

Fig. 4 depicts the view corresponding to the retrieved abstracts showing a table per disease. In this 

particular example, the table shows the last three results retrieved for Coronavirus. The table shows 

information such as "Id Article" corresponding to the PubMed identifier; the "Title" of the article, which 

is a link to the full article in PubMed repository; and under the title, its author list. The column "Drugs 

Found" presents the number of drugs identified in each abstract, and in the last column, the "Go to info" 

button allows access to the tagged abstract, detailed below. 

 

 

 

http://johnafleming.cucei.udg.mx/NER-DD
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Fig. 4. Retrieved abstracts view. 

 

Fig. 5 shows the tagging view with a title, abstract, authors, and publication date, where the 

highlighted green words of the abstract depict the identified drugs. To control the information displayed, 

the user has a combo box to choose the disease to be observed and the buttons "Previous" and "Next" 

to move over abstracts. 

 

Fig. 5. Tagging view. 

 

To analyze the data, we present two different co-occurrence views. First, Fig. 6 depicts a sample of 

the resulting table corresponding to the times that a particular drug occurs in a group of documents 

related to a specific disease. For example, the row corresponding to Ribavirin indicates that this drug 

was found two times in Coronavirus-related abstracts, zero times in Influenza-related abstracts, and 

zero times in Denge-related abstracts; with a total of 2 occurrences. 
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Fig. 6. Drug occurrences per disease. 

 

Second, Fig. 7 shows a sample of the number of abstracts related to a disease where a drug has been 

found. For example, for Coronavirus disease, eight drugs were found, from which hydroxychloroquine 

happen in three different abstracts while the others drugs occurred in one.  

 

 

 

Fig. 7. Number of abstracts where a drug occurs per disease. 
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The main difference between NER-DD and other state-of-art tools resides in two functionalities that 

would be interesting for users: 1) Co-occurrence tables that allow the visualization of possible disease-

drugs associations, and 2) PDF files tagging that gives the user the possibility to upload full papers in 

PDF format obtained from different sources.  

On one hand, and concerning to the tagging method, BERN is the most similar tool to our proposal, 

implementing a neural-based NER model, reporting an F-Score of 91.41%. However, BERN uses an 

additional normalization schema to improve its results and does not present co-occurrence tables or 

upload pdf files.  

On the other hand, ezTag provides access to the PubMed abstract and the capability of upload files. 

However, the system requires that those files should be preprocessed using a specific programming 

library, thus, needing users to have some degree of computational skills. Besides, ezTag does not 

present co-occurrence matrices. Finally, PubTator and PubTerm only perform tagging on PubMed 

documents fetched using NCBI API. 

4. Conclusions 

NER-DD is a named entity recognition web tool for tagging drugs in disease-related documents that 

can be useful in biomedical research to determine possible drugs-disease associations. NER-DD is 

friendly, scalable and gathers different functionalities of several tools available on the state-of-art; first, 

a neural-based named entity recognition approach; second, a visual interface that shows drugs-disease 

co-occurrence tables, without the need for manually doing it; and third, the capability of use PDF or 

TXT files. At last, even though NER-DD is originally conceived to relate drugs with diseases, the search 

terms could be anything else, so, the co-occurrence tables could help to make evident drug associations 

with any other concepts. As future work, the system can be upgraded to recognize several biomedical 

entities such as genes, diseases, among others. In addition, to improve the tagger performance, it could 

be implemented a user annotation module and combine several methodologies for named entity 

recognition. 
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